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## Section 1 - Executive Summary

This report analyzes and evaluates historical loan data in order to see if this can be used to significantly predict whether or not someone is going to have a loan that is in a good or bad status, and which loans will generate the most profit. Methods of analysis included finding outliers and useful variables with graphs and preparing and cleansing the dataset for outliers and blanks. The dataset was explored with tables and boxplots and then used to create a single variable to enter into the dataset indicating whether a loan status was “good” or “bad.” Training and testing models were generated using the variables found to have the highest prediction percentages based on correlation values. Finally, confusion matrix and profit analysis was done by evaluating different classification thresholds for maximum profit generation. All calculations can be found attached in the report. The result of the analysis and creation of the models show that the model could be used to generate more profit (than even a “perfect” model that denied all loans that had a “bad” loan status) by $1,451,587.

The report shows that the loans are not currently being accepted and denied in a way that maximizes its loan profits, additional money could be made if certain changes are made. The recommended changes are: • Use historical data to focus on the profitability instead of whether a loan is “Good” or “Bad” • Use the created model that best predicts profitability. • Use thresholds to fine tune how many loans are accepted to maximize profitability.

This report was generated using the best data that it was given, but there were limitations of the analysis. Some of the limitations are: • Outside factors that may effect this data like large-scale economic are unknown. • There is no limitation as to how many loans or total amount of loans the bank can accept or any other outside reasons the loans cannot be accepted. • The granularity of the data is limited to how it was collected and cannot be further drilled into. • The data entered is assumed to be correct, and outliers and assumed to be true outliers.

## Section 2 - Introductions

As a bank, predicting which customers are more likely to maintain a good loan status, and who will likely have a loan in a bad status is extremely important. This information can be extremely helpful when deciding whether or not to give out that loan, and what terms are tied to it.

In this particular part of the project I will analyze a group of data points that may or may not be indicators of whether or not a potential loan customer will keep their loan in a good status or put it into a bad status, based on historical data that will be used to create a model that can predict future customers loan statuses.

I will begin by preparing and cleaning the data by breaking up the data into two sections for analysis. Data that is numerical in nature, and data that is factorial, or group based, and compare each set separately using the appropriate statistical testing.

Based on those results I will select a few key indicators that have been identified as either equaling the same real mean (numeric) or are proven to be dependent (factor) on the good and bad loan status.

From there I will analyze and choose to transform the data to help it create an even stronge indicator by removing skewness and tranform the data into having less extreme values. That data will then be used to finalize the data that will be used in order to predict a good or bad loan status as well as possible with the data given.

## Section 3 - Preparing and Cleaning the data

Your response variable is a new version of the status variable and will be a factor variable that has two levels: “Good” and “Bad”.

Loans that are late, current (being paid), or in grace period should be removed from the data.

library(data.table)  
  
df <- read.csv("loans50k.csv")  
  
df <- df[!(df$status %like% "Late" | df$status=="In Grace Period" | df$status=="Current"),]

Good loans are all those that are fully paid. Bad loans are loans that have a status of charged off or default (there may not be any “default” in this data).

library(data.table)  
  
#Load Data  
df <- read.csv("loans50k.csv")  
  
#Remove Bad States  
df <- df[!(df$status %like% "Late" | df$status=="In Grace Period" | df$status=="Current" | df$status=="Default"),]  
  
#Assign "Good" and "Bad" by if the loan is fully paid or not, minus the other bad states that removed rows  
df$statusGoodBad <- ifelse(df$status == "Fully Paid", "Good", "Bad")  
df$statusGoodBad <- factor(df$statusGoodBad)

Eliminate variables that you think are clearly not useful as predictors and explain your choices.

#good or bad column of data  
  
#removing data that should not logically affect good or bad credit standing (just loanID)  
df <- subset(df, select = -c(loanID))

From a logical perspective there was only one I felt comfortable removing using basic logic which was the loanID. There are some other columns like state that although may not SEEM important, without testing it’s hard to say if some states have higher rates than others.

Separting numerics from factors for analysis

#Tried to run, but it won't since some of the other variables I want to compare it to are factors.  
  
#creating subset of factor columns  
term <- df$term  
grade <- df$grade  
employment <- df$employment  
length <- df$length  
home <- df$home  
verified <- df$home  
status <- df$status  
reason <- df$reason  
state <- df$state  
statusGoodBad <- df$statusGoodBad  
  
#Saving vector of columns that are factors  
factor\_df <- data.frame(term, grade, employment, length, home, verified, status, reason, state, statusGoodBad)  
  
#removing factor type columns from df  
df = subset(df, select = -c(term, grade, employment, length, home, verified, status, reason, state))

Creating a plot for the numerics so I can see how they look

attach(df)

## The following object is masked \_by\_ .GlobalEnv:  
##   
## statusGoodBad

par(mar = c(1,1,1,1), mfrow=c(5,5))  
l <- lapply(1:22, function(x) plot(df[,x] ~ df[,23]))
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I’m looking to see if the values are significantly different for the y axis for the two variables bad and good to see if $statusGoodBad is dependent on any of the numerical columns. Lots of these plots have large amounts of outliers in their box plots which likely means this data is not going to be very useful unless they are transformed.

Correlation analysis:

#Pearson correlation tests  
with(df, cor.test(as.numeric(statusGoodBad), amount))$estimate

## cor   
## -0.05256144

with(df, cor.test(as.numeric(statusGoodBad), rate))$estimate

## cor   
## -0.2741917

with(df, cor.test(as.numeric(statusGoodBad), payment))$estimate

## cor   
## -0.02805173

with(df, cor.test(as.numeric(statusGoodBad), income))$estimate

## cor   
## 0.0520191

with(df, cor.test(as.numeric(statusGoodBad), debtIncRat))$estimate

## cor   
## -0.1258594

with(df, cor.test(as.numeric(statusGoodBad), delinq2yr))$estimate

## cor   
## -0.01705693

with(df, cor.test(as.numeric(statusGoodBad), inq6mth))$estimate

## cor   
## -0.06921251

with(df, cor.test(as.numeric(statusGoodBad), openAcc))$estimate

## cor   
## -0.03450904

with(df, cor.test(as.numeric(statusGoodBad), pubRec))$estimate

## cor   
## -0.01926367

with(df, cor.test(as.numeric(statusGoodBad), revolRatio))$estimate

## cor   
## -0.05969023

with(df, cor.test(as.numeric(statusGoodBad), totalAcc))$estimate

## cor   
## 0.007127911

with(df, cor.test(as.numeric(statusGoodBad), totalPaid))$estimate

## cor   
## 0.3547454

with(df, cor.test(as.numeric(statusGoodBad), totalBal))$estimate

## cor   
## 0.0715052

with(df, cor.test(as.numeric(statusGoodBad), totalRevLim))$estimate

## cor   
## 0.05705426

with(df, cor.test(as.numeric(statusGoodBad), accOpen24))$estimate

## cor   
## -0.1262231

with(df, cor.test(as.numeric(statusGoodBad), avgBal))$estimate

## cor   
## 0.0819526

with(df, cor.test(as.numeric(statusGoodBad), bcOpen))$estimate

## cor   
## 0.08674829

with(df, cor.test(as.numeric(statusGoodBad), bcRatio))$estimate

## cor   
## -0.06432804

with(df, cor.test(as.numeric(statusGoodBad), totalLim))$estimate

## cor   
## 0.07988231

with(df, cor.test(as.numeric(statusGoodBad), totalBcLim))$estimate

## cor   
## 0.07568071

with(df, cor.test(as.numeric(statusGoodBad), accOpen24))$estimate

## cor   
## -0.1262231

with(df, cor.test(as.numeric(statusGoodBad), totalIlLim))$estimate

## cor   
## 0.001750597

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(term)))$estimate

## cor   
## -0.1994995

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(grade)))$estimate

## cor   
## -0.2784533

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(employment)))$estimate

## cor   
## 0.01445512

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(length)))$estimate

## cor   
## -0.0322163

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(home)))$estimate

## cor   
## -0.06742023

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(verified)))$estimate

## cor   
## -0.06742023

#Not needed since this is the status value that was used to great $statusGoodBad  
#with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(status)))$estimate  
with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(reason)))$estimate

## cor   
## -0.0310365

with(factor\_df, cor.test(as.numeric(statusGoodBad), as.numeric(state)))$estimate

## cor   
## -0.007140792

The highest correlation value (closest to 1) to show statusGoodBad was correlated to any of the numeric values was $totalPaid - cor = 0.35

*Note: This is not very high at all, so I would not use this value personally- but since it’s the highest value we have, I will go forward with this*

#Checking p-value of the $totalPaid value  
with(df, cor.test(as.numeric(statusGoodBad), amount))$p.value

## [1] 1.232019e-22

Kept: $totalPaid

creating new data frame with good numeric indicator (and statusGoodBad in column 1):

#Creating data frame with kept variables  
df\_kept <- data.frame(df$statusGoodBad, df$totalPaid)

#Missing values: I did not find missing values in any of the columns that I kept- I did see zeros, but I am unable to say that those are missing for sure. Additionally I probably fixed some of the missing data when I assigned the good or bad values by creating an if-else statement and removing data that was not one way or the other.

Variables kept as indicators: $statusGoodBad (indicator), $totalpaid df\_kept

## Section 4 - Exploring and Transforming the data

#plotting the value I kept as a model indicator  
plot(df\_kept$df.statusGoodBad, df\_kept$df.totalPaid)

![](data:image/png;base64,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) I can see that there are a lot of outliers in the data that are larger y values, so I’m going to see if taking the square root can help the data fit into the model better.

attach(df)

## The following object is masked \_by\_ .GlobalEnv:  
##   
## statusGoodBad

## The following objects are masked from df (pos = 3):  
##   
## accOpen24, amount, avgBal, bcOpen, bcRatio, debtIncRat, delinq2yr,  
## income, inq6mth, openAcc, payment, pubRec, rate, revolRatio,  
## statusGoodBad, totalAcc, totalBal, totalBcLim, totalIlLim,  
## totalLim, totalPaid, totalRevBal, totalRevLim

par(mfrow=c(1,2))  
  
#Take Square root of totalPAid to lessen outliers  
df\_kept$sqrtTotalPaid <- sqrt(df\_kept$df.totalPaid)  
plot(df\_kept$df.statusGoodBad, df\_kept$sqrtTotalPaid)  
  
#still high amounts of outliers so trying to take another square root to see results  
df\_kept$sqrtTotalPaid2 <- sqrt(df\_kept$sqrtTotalPaid)  
plot(df\_kept$df.statusGoodBad, df\_kept$sqrtTotalPaid2)
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cor.test(as.numeric(df\_kept$df.statusGoodBad), df\_kept$sqrtTotalPaid)

##   
## Pearson's product-moment correlation  
##   
## data: as.numeric(df\_kept$df.statusGoodBad) and df\_kept$sqrtTotalPaid  
## t = 79.793, df = 34651, p-value < 2.2e-16  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.3850515 0.4028409  
## sample estimates:  
## cor   
## 0.3939831

cor.test(as.numeric(df\_kept$df.statusGoodBad), df\_kept$sqrtTotalPaid2)

##   
## Pearson's product-moment correlation  
##   
## data: as.numeric(df\_kept$df.statusGoodBad) and df\_kept$sqrtTotalPaid2  
## t = 83.623, df = 34651, p-value < 2.2e-16  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.4009809 0.4185029  
## sample estimates:  
## cor   
## 0.4097797

Since the second one has a higher correlation value I will stick with the second sqrt value taken $sqrtTotalPaid2 in order to reflect a better model with a higher correlation value.

## Section 5 - The Logistic Model

This section will be used to create two different sets of data, one for training and one for testing. This datasets will be used to create create models, and ultimately those models will be used to make predictions.

#Assign training and testing datasets

#Set Seed  
set.seed(0)  
  
#Assign training index at 80% of data frame  
train\_index <- sample(1:nrow(df), 0.8 \* nrow(df))  
  
#Assign testing index at 80% of data frame  
test\_index <- setdiff(1:nrow(df), train\_index)  
  
#Create 80% training dataset  
df\_train <- df[train\_index, -15]  
df\_train <- na.omit(df\_train)  
  
#Create 20% testing index  
df\_test <- df[test\_index, -15]  
df\_test <- na.omit(df\_test)

# Creating training model

This code uses the regsubsetes method to gather the summaries, takes the best model’s summary, plots it, finds the best 8 variables, and creates a training model with it.

library(leaps)

## Warning: package 'leaps' was built under R version 3.6.3

#create best single model  
regsubsets.out <- regsubsets(statusGoodBad~., data=df\_train, nvmax=8)  
  
#summary of best single model  
summary.out <- summary(regsubsets.out)  
  
#plot best single model  
plot(regsubsets.out, scale = "adjr2", main = "Adjusted R^2")
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#Find best 8 variables  
summary.out$which[8,]

## (Intercept) amount rate payment income debtIncRat   
## TRUE TRUE TRUE FALSE FALSE TRUE   
## delinq2yr inq6mth openAcc pubRec revolRatio totalAcc   
## FALSE FALSE TRUE FALSE TRUE TRUE   
## totalPaid totalBal totalRevLim avgBal bcOpen bcRatio   
## TRUE FALSE FALSE FALSE FALSE FALSE   
## totalLim totalRevBal totalBcLim totalIlLim   
## TRUE FALSE FALSE FALSE

#create training model (without totalPaid)  
training\_model <- glm(statusGoodBad ~ totalIlLim \* amount \* rate \* openAcc \* revolRatio \* debtIncRat \* totalAcc, data = df\_train, family="binomial")

#Generate Predictions and analyze performance (accuracy) of model

#pass model created in with df\_test as the newData  
preds = predict(training\_model, df\_test, type = "response")  
pred.y = ifelse(preds > .5, 1, 0)  
y = df\_test$statusGoodBad  
  
#Graph confusion matrix  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 137 1316  
## Good 137 5272

#Calculate Percent Accuracy  
correctPredictions5 <- (137+5272)/(137+5272+137+1316)  
correctPredictions5

## [1] 0.7882542

Based on the percentages of the confusion matrix being accurate 78% of the time, this would be a decent way to predict if a loan will be repaid or not.

## Section 6 - “Optimizing the Threshold for Accuracy”

#Threshold at .6

pred.y = ifelse(preds > .6, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 277 1176  
## Good 355 5054

#Calculate Percent Accuracy  
correctPredictions6 <- (277+5054)/(277+5054+355+1176)  
correctPredictions6

## [1] 0.7768872

.6 as a threshold shows that it’s about 1% lower than it was at the 50% threshold.

#Threshold at .4

pred.y = ifelse(preds > .4, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 56 1397  
## Good 47 5362

#Calculate Percent Accuracy  
correctPredictions4 <- (56+5362)/(56+5362+47+1397)  
correctPredictions4

## [1] 0.7895657

.4 as a threshold shows a higher percentage (79%) than a .5 threshold but only by .1 %

#Threshold at .3

pred.y = ifelse(preds > .3, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 19 1434  
## Good 11 5398

#Calculate Percent Accuracy  
correctPredictions3 <- (19+5398)/(19+5398+11+1434)  
correctPredictions3

## [1] 0.78942

.3 as a threshold has a lower percent than .4 but only by .01%

#Doing all others above .6 to round out to 1.0 in .1 segments for the graph, and .2 and lower to 0 to round out the lower ones as well

#Trying at .7

pred.y = ifelse(preds > .7, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 581 872  
## Good 945 4464

#Calculate Percent Accuracy  
correctPredictions7 <- (581+4464)/(581+4464+945+872)  
correctPredictions7

## [1] 0.7352084

#Trying at .8

pred.y = ifelse(preds > .8, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 1013 440  
## Good 2245 3164

#Calculate Percent Accuracy  
correctPredictions8 <- (1013+3164)/(1013+3164+2245+440)  
correctPredictions8

## [1] 0.6087147

Better prediciton in both types!

#Trying at .9

pred.y = ifelse(preds > .9, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 1372 81  
## Good 4400 1009

#Calculate Percent Accuracy  
correctPredictions9 <- (1372+1009)/(1372+1009+4400+81)  
correctPredictions9

## [1] 0.3469834

Better prediction in both types!

#Trying at 1

pred.y = ifelse(preds > 1, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0  
## Bad 1453  
## Good 5409

#Calculate Percent Accuracy  
correctPredictions10 <- (1453+0)/(1453+0+5409+0)  
correctPredictions10

## [1] 0.2117458

#Threshold at .2

pred.y = ifelse(preds > .2, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 5 1448  
## Good 4 5405

#Calculate Percent Accuracy  
correctPredictions2 <- (5+5405)/(5+5405+4+1448)  
correctPredictions2

## [1] 0.7883999

#Threshold at .1

pred.y = ifelse(preds > .1, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 1 1452  
## Good 2 5407

#Calculate Percent Accuracy  
correctPredictions1 <- (1+5407)/(1+5407+2+1452)  
correctPredictions1

## [1] 0.7881084

#Threshold at 0

pred.y = ifelse(preds > 0, 1, 0)  
table(y, pred.y)

## pred.y  
## y 1  
## Bad 1453  
## Good 5409

#Calculate Percent Accuracy  
correctPredictions0 <- (1453)/(1453+5409)  
correctPredictions0

## [1] 0.2117458

#What value of the threshold produces maximum overall accuracy and what is that accuracy? Explore the tradeoff between correctly predicting good and bad loans.

The threshold at .4 is the hightest value of accuracy at 79%. Going lower doesn’t add much in terms of less prediction percentage until 0, but going up has a much more drastic value drop, especially at .7 and higher.

The tradeoff here is that the more you change the prediction threshold you are changing the results instead of improving the model, so it is limited and effects negative positives and negative negatives more or less based on going lower or higher in the threshold.

#Graphing thresholds

index <- c(0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0)  
  
percentCorrect <- c(correctPredictions0, correctPredictions1, correctPredictions2, correctPredictions3, correctPredictions4, correctPredictions5, correctPredictions6, correctPredictions7, correctPredictions8, correctPredictions9, correctPredictions10)  
  
df2 <- data.frame(index, percentCorrect)  
  
plot(df2, main="Correct Prediction by Threshold Values", xlab="Threshold Values", ylab = "Percent Accurate")

![](data:image/png;base64,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) ## Section 7 - “Optimizing the Threshold for Profit”

#Applying your model using the test data

#create model from test data  
test\_model <- glm(statusGoodBad ~ totalIlLim \* amount \* rate \* openAcc \* revolRatio \* debtIncRat \* totalAcc, data = df\_test, family="binomial")

#Compute the profit by assuming the bank denies all of the loans that your model predicts as “bad”.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .4  
df\_test$predictionGoodOrBad = ifelse(preds > .4, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit4 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit4 <- sum(totalProfit4)  
  
totalProfit4

## [1] 2421031

#How does this change the total profit?

The highest prediction percentage was using the .4 threshold which had 79% accuracy, and the total profit was only 17% as much if we use no prediction.

#Now investigate how changing the classification threshold affects the total profit if loans that are predicted as bad are denied by the bank. #0 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .4  
df\_test$predictionGoodOrBad = ifelse(preds > 0, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit0 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit0 <- sum(totalProfit0)  
  
totalProfit0

## [1] 2087807

#0.1 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .4  
df\_test$predictionGoodOrBad = ifelse(preds > 0.1, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit1 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit1 <- sum(totalProfit1)  
  
totalProfit1

## [1] 2068655

#0.2 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .4  
df\_test$predictionGoodOrBad = ifelse(preds > 0.2, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit2 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit2 <- sum(totalProfit2)  
  
totalProfit2

## [1] 2127394

#0.3 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .4  
df\_test$predictionGoodOrBad = ifelse(preds > 0.3, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit3 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit3 <- sum(totalProfit3)  
  
totalProfit3

## [1] 2196291

#0.5 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .4  
df\_test$predictionGoodOrBad = ifelse(preds > 0.5, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit5 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit5 <- sum(totalProfit5)  
  
totalProfit5

## [1] 2792503

#0.6 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .6  
df\_test$predictionGoodOrBad = ifelse(preds > 0.6, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit6 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit6 <- sum(totalProfit6)  
  
totalProfit6

## [1] 3400942

#0.7 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .7  
df\_test$predictionGoodOrBad = ifelse(preds > 0.7, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit7 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit7 <- sum(totalProfit7)  
  
totalProfit7

## [1] 3539394

#0.8 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .8  
df\_test$predictionGoodOrBad = ifelse(preds > 0.8, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit8 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit8 <- sum(totalProfit8)  
  
totalProfit8

## [1] 2785960

#0.9 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .9  
df\_test$predictionGoodOrBad = ifelse(preds > 0.9, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit9 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid-df\_test$amount,0)  
#sum totalSaved  
totalProfit9 <- sum(totalProfit9)  
  
totalProfit9

## [1] 763288

#1.0 threshold.

#Create variable with prediction "Good" or "Bad" strings if the threshold is greater than .9  
df\_test$predictionGoodOrBad = ifelse(preds > 1.0, "Good", "Bad")  
  
#If the prediciton is bad, and the actual status is bad, we saved money with the prediction  
totalProfit10 = ifelse(df\_test$predictionGoodOrBad == "Good", df\_test$totalPaid - df\_test$amount,0)  
#sum totalSaved  
totalProfit10 <- sum(totalProfit10)  
  
totalProfit10

## [1] 0

#Compared to not using your model, what is the maximum percentage increase in profit that can be expected by deploying your model?

#sum all all paid  
totalPaid <- sum(df\_test$totalPaid)  
#sum of all given  
totalAmountOfLoans <- sum(df\_test$amount)  
#total without model  
profitNoModel <- totalPaid - totalAmountOfLoans  
  
#What percent of extra money can be saved with the model  
(totalProfit7 - profitNoModel) / (profitNoModel)\*100

## [1] 69.52686

The maximum increase of 16.0% when using the highest threshold of 0.4.

#How does this increase in profit compare to the increase in profit from a perfect model that denies all of the truly bad loans?

totalProfit7-profitNoModel

## [1] 1451587

The profit compared to a perfect model that denies all truly bad loans would be $1,451,587.

#For your best profit threshold, what is the overall accuracy and percentages of correctly predicted good and bad loans?

As shown above the percentage for 0.7 threshold where it was the most profitable, the model was 73.5% accurate.

#Does the maximum profit threshold coincide with the maximum accuracy threshold?

No.The highest prediction percentage was using the .4 threshold which had a accuracy of 79%, but the 0.7 threshold at 73.5% percentage is lower and it has a highest profitability.

## Section 8 - “Results Summary”

#Details for the final classification model for bank

The classification model for the bank we will use is: training\_model <- glm(statusGoodBad ~ totalIlLim \* amount \* rate \* openAcc \* revolRatio \* debtIncRat \* totalAcc, data = df\_train, family=“binomial”).

#Final value of the classification threshold

The value of the classification model with the highest level of profit for the bank will be at the .7 threshold.

#Overall profit at 0.7

totalProfit7

## [1] 3539394

#Accuracy of the model - Breakdown of the percentages of correctly predicted good and bad loans.

pred.y = ifelse(preds > .7, 1, 0)  
table(y, pred.y)

## pred.y  
## y 0 1  
## Bad 581 872  
## Good 945 4464

#Calcualte Good Loan Percent Accuracy  
4464/(4464+945)

## [1] 0.8252912

#Calculate Bad Loan Percent Accuracy  
581 / (581+872)

## [1] 0.3998624

#Calculate Overall Percent Accuracy  
correctPredictions7 <- (581+4464)/(581+4464+945+872)  
correctPredictions7

## [1] 0.7352084

The model predicts good loans very well at 82.5%, but not so well bad loans at 40.0%. The overall percentage however, is still fairly high at a 73.5% accuracy.

The reason for this is that there are much more good loans than bad loans, so the higher percentage of good loans is a larger amount of data that is being used as an overall predicter.

This difference in good/bad amounts is also likely why we taking a lower accuracy allows us to generate a higher amount of profit than a higher level of accuracy, since more accuracy may not mean that we are accepting some of the additional big loans that are more profitable and worth taking in some that aren’t.

It also was more profitable in order to use a model that was made in order to increase profit rather than to deny all “bad” loans altogether.